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Abstract

This paper validates the integrated modeling method-
ology used for design and performance evaluation of
complex opto-mechanical systems, particularly space-
borne interferometers. The methodology integrates
structural modeling, optical modeling, and control sys-
tem design into a common environment, the Integrated
Modeling of Optical Systems (IMOS) software pack-
age. The validation utilized the Micro-Precision In-
terferometer (MPI) testbed, a ground-based full-scale
hardware model of a spaceborne interferometer. This
paper presents a comparison of integrated model pre-
dictions with MPI laboratory measurements, indicat-
ing that the integrated modeling methodology has the
accuracy required to evaluate interferometry mission
designs with con�dence.

1 Introduction

Spaceborne optical interferometers provide the only
feasible method to signi�cantly improve the angular
resolution and astrometric accuracy of current astro-
nomical telescopes such as the Hubble Space Tele-
scope (HST). This partial-aperture approach o�ers a
number of important advantages over the traditional
full-aperture approach including: control of system-
atic errors, a signi�cantly lighter instrument yielding
the same performance, and improved performance for
a given amount of collecting area. However, this ap-
proach requires positional stability of optical elements
down to the nanometer level as well as laser metrology
resolution to the picometer level [1, 2]. Achieving these
control and sensing requirements is particularly di�-
cult because the instrument consists of many optical
elements distributed across a 10-m exible truss struc-
ture. To further complicate the problem, the structure
is excited by mechanical disturbances emanating pre-
dominantly from the attitude control system actuators.

The charter for the Jet Propulsion Laboratory Inter-
ferometer Technology Program is to mitigate risk for
this optical-interferometer mission class [3]. A num-
ber of ongoing complementary activities address these
challenges including: integrated modeling methodol-
ogy development and validation, hardware metrology
testbeds, hardware vibration testbeds, and ight qual-
i�cation of the interferometer components. Though
all of these activities are necessary to buy down mis-
sion risk, it is integrated modeling that ultimately
will be used in the mission and instrument design.
Speci�cally, modeling will enable de�nition and ow
down of spacecraft/instrument requirements, perfor-
mance of spacecraft/instrument design trades, and pre-
diction of instrument performance in the anticipated
on-orbit disturbance environment. This paper inves-
tigates whether the integrated modeling methodology
has the necessary capability to meet these demanding
analysis needs.

In anticipation of these needs, the Integrated Mod-
eling of Optical Systems (IMOS) and the Controlled
Optics Modeling Package (COMP) software packages
were developed at JPL [4, 5]. The integrated model-
ing methodology combines structural modeling, optical
modeling, and control system design within a common
software environment, using these packages. To en-
able validation of the methodology, its development in-
tentionally coincided with the phased delivery of the
Micro-Precision Interferometer testbed (MPI).

The MPI testbed is a ground-based, suspended hard-
ware model of a future space-based interferometer lo-
cated at JPL [6, 7, 8]. The primary objective of the
testbed is integration of the vibration attenuation tech-
nologies required to demonstrate the end-to-end oper-
ation of a space-based interferometer. Figure 1 shows
a bird's-eye view of the testbed which contains all
systems necessary to perform a space-based, optical-
interferometry measurement. These systems include a



7 m x 7 m x 6.5 m softly suspended truss structure
with mounting plates for subsystem hardware, a six-
axis vibration isolation system which supports a reac-
tion wheel assembly to provide a ight-like input dis-
turbance source, a complete Michelson interferometer
with high-bandwidth optical control systems, internal
and external metrology systems, and a star simulator
that injects the \stellar" signal into the interferometer
collecting apertures.

Figure 1: Bird's-eye view of the MPI Testbed.

An integrated model of MPI was developed in paral-
lel with the testbed. This modeling/hardware synergy
resulted in a unique opportunity to validate the model-
ing methodology by comparing model predictions with
testbed measurements. Of the three functions required
from the modeling methodology (performance predic-
tion, requirements de�nition, and design trades), per-
formance prediction was initially deemed the most crit-
ical validation, due to the associated nanometer-level
positional stability requirements. As such, this paper
reports validation of the integrated modelingmethodol-
ogy by comparing predicted and measured performance
metrics. Although it is necessary to validate the model-
ing methodology as it is applied to vibration isolation
and high bandwidth optical control, validation must
begin for the open-loop, hardmounted-disturbance case
(i.e., no active optics nor vibration isolation). This
paper presents the hardmounted, open-loop MPI inte-
grated model, the performance validation procedure,
and the validation results.

2 Integrated Modeling

Integrated modeling is performed with two software
packages: Integrated Modeling of Optical Systems
(IMOS) [4] and the Controlled Optics Modeling Pack-
age (COMP) [5]. Both packages have been developed at
the Jet Propulsion Laboratory. IMOS is a set of func-

tions that run within the MATLAB environment [9],
whereas COMP is a stand-alone, FORTRAN-compiled
program. A commercial version of COMP is available
under the name MACOS (Modeling and Analysis of
Controlled Optical Systems).

IMOS is a collection of MATLAB m-�les that can
be used to perform structural �nite element modeling
and analysis, optical ray tracing, and thermal analysis.
IMOS also provides graphics functionality that enables
viewing of structural geometries, structural deforma-
tions, optical ray traces, and optical element prescrip-
tions. The core programs are easily coupled in MAT-
LAB, and can be extended by the user by writing his
own MATLAB functions. MATLAB toolboxes for con-
trol system design and analysis, signal processing, and
optimization are available for enhancing the capability
of IMOS. Detailed optical and thermal analysis are ac-
commodated in IMOS by interfaces with COMP, and
TRASYS and SINDA (for thermal analysis). The inter-
face with COMP has been made e�ortless by creating
a MATLAB mex-�le version of MACOS. The result is
an extremely exible tool that enables the user to in-
tegrate models from di�erent disciplines and conduct
analysis, design, and optimization trades that would
otherwise be exceedingly di�cult [4].

COMP is an optical analysis and modeling program,
providing geometric ray-trace, di�erential ray-trace,
and di�raction modeling capability. COMP concen-
trates on providing detailed optical models for inte-
grated design and analysis tasks. In particular, the
di�erential ray trace capability of COMP can be used
to generate linear perturbation models of optical sys-
tems [5].

3 MPI Integrated Model

The MPI integrated model consists of a structural �-
nite element model and a linear optical model that are
integrated together. The structural model is generated
with IMOS, whereas both IMOS and COMP are used
to create the optical model. The integration and anal-
ysis are performed in MATLAB with the aid of IMOS
functions.

3.1 Structural Model

The structural model is speci�ed in IMOS as a �nite
element geometry, shown in Figure 2. This geometry
consists of plate, beam, truss, and rigid body elements,
modeling the base truss structure and the components.
The base truss structure is made up of three booms:
the horizontal optics boom, the vertical tower, and the
canted metrology boom. The components consist of in-
board and outboard optics plates, a disturbance mount
plate, two siderostat mounts, an optics cart containing



an active delay line, the optics cart support structure,
a hexapod isolation system, a passive delay line, and
an external metrology beam launcher plate. The �nite
element model uses 2,577 degrees of freedom (dof) of
which 1,832 dofs are independent with respect to the
multi-point constraints (MPCs) of the rigid body ele-
ments (RBEs) [4].

Figure 2: MPI Finite Element Geometry (compare with
Figure 1).

Since the focus of this e�ort is to validate the integrated
modeling methodology, it is important to have a struc-
tural model with accurate properties. If this input to
the integrated modeling methodology is incorrect, then
the validation results would be poor, regardless of the
accuracy of the modelingmethodology. For this reason,
the plate and beam properties as well as the �nite ele-
ment geometry itself have been re�ned by incorporating
MPI modal test data into the model. The structural
model updating has been done in two phases, follow-
ing the phased delivery of the MPI testbed. The �rst
phase involved estimating the parameters of the beams
comprising the base truss structure from modal testing
performed on the bare truss [10, 11]. The second phase
involved geometry modi�cation and parameter estima-
tion of the optics cart support structure, using in situ

component modal test data [12, 13].

From the �nite element geometry and its associated
properties the system mass and sti�ness matrices are
built. The result is a second-order, state-space descrip-
tion of the form:

M �d+Kd = Bff (1)

where M and K are the system mass and sti�ness ma-
trices, d is the nodal state, f is a vector of force input,
and Bf is the force inuence matrix.

After the system mass and sti�ness matrices are built,
multi-point constraints are generated using RBE ele-
ments. These constraints take the form of [4]:

d =

�
dn
dm

�
=

�
In
Gm

�
dn = Gdn (2)

where dn are the independent degrees of freedom and
dm are the dependent degrees of freedom. These con-
straints are then applied to Equation 1, reducing the
state of the system to the independent degrees of free-
dom:

GTMG �dn + GTKGdn = GTBff

Mnn
�dn +Knndn = Bnff (3)

The eigensolution of Equation 3 is found, yielding
exible-body modes and modeshapes. The resultant
diagonalized system is:

�� + 2Z
 _� +
2� = �T
nBnff

d = G�n� (4)

where � is the modal state vector, Z is a diagonal modal
damping matrix, 
 is the diagonal modal frequency
matrix, and �n is the eigenvector matrix. Z is formed
by assuming a modal damping of 0.3% for exible body
modes above 32 Hz and damping ranging from 0.15%
to 0.45% for modes below 32 Hz. These damping val-
ues correspond to estimates obtained from the second
phase of modal tests.

3.2 Optical Model

The optical model begins with a speci�cation of the
optical prescription. This prescription includes the
shapes, positions, and orientations of the optical ele-
ments. A ray trace of the optical prescription is shown
in Figure 3. This optical prescription is generated in
IMOS based on the prescription of the actual optical
elements of MPI (see Figure 4). The model genera-
tion uses the structural �nite element geometry in order
to simplify the prescription de�nition and to ease the
succeeding structural-optical model integration. This
allows the location of the actual optical elements to
be measured with respect to reference points on the
structure as opposed to with each other. Furthermore,
structural nodes that correspond to optical element at-
tachment points are easily identi�ed or de�ned.

Once the optical prescriptions are speci�ed, they are
exported to COMP, where linear optical models are
created. These linear models are calculated by per-
forming an analytic di�erential ray trace [5]. The result
is a model of the form:

y = Coptd (5)

where d is a vector of optical element position and ori-
entation perturbations, y is a vector of optical output,
and Copt is the optical sensitivity matrix. The opti-
cal output can be pathlength, wavefront tilt, or spot
motion.

3.3 Structural-Optical Model Integration

Once the structural modal model and the linear op-
tical model have been created, they are integrated to
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Figure 3: Ray trace of the MPI optical prescription on the

�nite element geometry of the optics boom.

Figure 4: Actual optical layout on the MPI optics boom.

form a structural-optical model. This integrated model
is speci�ed in �rst-order, state-space from, lending it-
self most easily to analysis with existing MATLAB
functions. In particular, the state-space integrated
model can be used for freqeuncy-domain analysis, time-
domain simulation, and closed-loop synthesis.

First, the structural model is truncated to remove
modes above the bandwidth of expected disturbances
(i.e., above 900 Hz) [14, 15]. The truncated modal
model is then converted into �rst-order, state-space
form by using the substitution [4]:

x =

�
�k
_�k

�
(6)

Resulting in:

_x = Ax+ Bf

d = Cdx+Df (7)

with:

A =

�
0 I

�2Zk
k �
2

k
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�T
nkG
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�

Cd =

�
G�nk 0
0 G�nk

�
D = 0

(8)

where the subscript k refers to the set of kept mode-
shapes.

Finally, the linear optical model is incorporated into
the �rst-order model. The optical output is obtained
by premultiplying d by the optical sensitivity matrix,
Copt. In this case the matrix C of the measurement
equation of Equation 7 becomes:

C = CoptCd (9)

Note that the matrix D of Equation 7 is still zero but
now has di�erent dimension.

4 MPI Measurements

The MPI testbed is dedicated to the development and
evaluation of vibration attenuation technologies. In
part, this evaluation consists of observing the improve-
ment in interferometer performance due to the appli-
cation of the various technologies. Interferometer per-
formance is primarily degraded by variation in optical
pathlength di�erence (OPD), i.e., the di�erence in the
distances that the light travels from the stellar source,
through each arm of the interferometer to the interfer-
ence optical detector. This di�erence must be stabi-
lized to the 10 nm (RMS) level in the on-orbit mechan-
ical disturbance environment [2].

In contrast to estimating modal characteristics as
in [12, 13], disturbance input to stellar OPD output
transfer functions were measured since they completely
characterize (in a linear sense) the propagation of dis-
turbances to OPD. Figure 5 shows the disturbance in-
put location relative to the OPD output location for
the MPI testbed. This disturbance transfer function
was measured for three force disturbance directions:
(x, y, z). An HP data analyzer was used to collect
the data. A 10 N shaker, mounted at the base of the
tower, applied the force input in each of the three direc-
tions. The force input was measured with a load cell
mounted between the shaker and the structure. The
analyzer calculated the transfer function from force in-
put to OPD output.

Figure 5: Locations of disturbance input and OPD output

on the MPI testbed.

5 Comparison Metric and Results

In general on space-based interferometers, mechanical
disturbances will be either broadband or narrowband
with the energy varying over broad frequency ranges
as a function of time [14, 15]. In either case, the
power spectral density of the disturbance is broadband.
Therefore, the integrated model should be accurate in
a broadband sense. More speci�cally, we desire �opd to



be accurate, where [16]:

�2opd =
1

�

Z
1

0

jG(|!)j2�d(!)d! (10)

for a broadband disturbance power spectral density,
�d(!), and a disturbance to OPD transfer function,
G(|!).

Since Equation 10 yields the quantity that we wish to
accurately predict, we can use this same equation as
a metric to characterize the measured and predicted
transfer functions. As opposed to picking a particular
expected disturbance power spectral density, bandlim-
ited white noise (over [!min, !max]) is used:

�2g =
Ad

�

Z !max

!min

jG(|!)j2d! (11)

where Ad is the amplitude of the bandlimited white
noise disturbance power spectral density with !min and
!max de�ning the frequency range of interest. �g is
used instead of �opd in order to stress that the result is
a metric of the transfer function itself.

Using this metric, the accuracy of the model can be
quanti�ed by comparing �g for the predicted and mea-
sured transfer functions. As such, the particular value
of the disturbance amplitude is immaterial. The ampli-
tude is chosen so that the variance of the disturbance
is one. This choice is arbitrary, and the value of �g
has no signi�cance by itself. It is the comparison of
the metrics for corresponding measured and predicted
transfer functions that is meaningful. Generally, it is
desired that OPD variation predictions be accurate to
within a factor of 2. Since the metric �g is closely re-
lated to OPD variations for broadband noise, the factor
of 2 is applied as a requirement to the ratio of �g for
the measured and predicted transfer functions.

The modulus of the measured transfer functions, along
with the corresponding predicted transfer functions,
are shown in Figures 6-8. The predicted transfer func-
tions were calculated by applying standard MATLAB
functions to the integrated model with disturbance
force input and OPD output. The value of the broad-
band metric, also calculated with MATLAB functions,
is given in the legend for each transfer function.

The results of these comparisons are shown in Ta-
ble 1. The bandwidth of interest is [4, 900] Hz. Be-
low 4 Hz the force capability of the shaker is limited
and the testbed suspension modes pollute the measure-
ment. Above 900 Hz the mechanical disturbances are
expected to have no energy. This bandwidth is fur-
ther broken roughly into decades and comparisons are
shown for these \decades." Units are not given in the
table so as to discourage the reader from attaching sig-
ni�cance to the separate values.
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Figure 6: Predicted and measured MPI disturbance to

OPD transfer function: x-axis force input.
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Figure 7: Predicted and measured MPI disturbance to

OPD transfer function: y-axis force input.

The comparisons for the three force disturbance
transfer functions show that the broadband metrics
([4, 900] Hz) for the predicted transfer functions are ac-
curate with respect to the measured transfer functions
to well within the desired factor of two. Furthermore,
the comparisons for each \decade" show accuracies of
better than a factor of three. This indicates that OPD
variation estimates for colored broadband input should
also be accurate.

6 Conclusion/Future Work

This paper validates the performance prediction capa-
bilities of the integrated modeling methodology which
incorporates the IMOS and COMP analysis tools. A
metric is proposed that characterizes the disturbance
transfer functions over a broad frequency range. This
metric is simply the expected OPD variation assuming
a bandlimited white noise disturbance input. Compar-
isons between predicted and measured transfer func-
tion metrics show that the model is accurate to within
a factor of 1.5 over the frequency range of interest,
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Figure 8: Predicted and measured MPI disturbance to

OPD transfer function: z-axis force input.

Disturbance �g
Input 4 - 10 Hz 10 - 100 Hz 100 - 900 Hz 4 - 900 Hz

x-axis meas 997 541 70 1,137

Force pred 666 1,025 22 1,223

factor 0.67 1.89 0.32 1.08

y-axis meas 1,313 360 69 1,363

Force pred 864 522 24 1,010

factor 0.66 1.45 0.35 0.74

z-axis meas 185 346 50 395

Force pred 177 591 47 619

factor 0.95 1.71 0.95 1.57

Table 1: Broadband transfer function metric

comparison between the predicted and

measured transfer functions of the MPI
Testbed.

[4, 900] Hz. This is comfortably better than the desired
factor of two. Furthermore, comparisons of the metric
applied over each decade in the frequency range show
an accuracy to within a factor of three. This indicates
that performance predictions for colored broadband in-
put should also be accurate.

However, this study only addressed the hardmounted-
disturbance, open-loop-control con�guration. Ongo-
ing activities include validation of the methodology for
various closed-loop con�gurations, inclusion of distur-
bance torque transfer functions in the validation, and
assessment of the sensitivity of these results to the ac-
curacy of the structural model.
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